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PREFACE

This book is intended for use in a first-level course on computer organization in elec-
trical engineering. computer engineering. and computer science curricula. The book is
self-contained. assuming only that the reader has a basic knowledge of computer pro-
gramming in a high-level language. Many students who study computer organization
will have had an introductory course on digital logic circuits. Therefore. this subject
is not covered in the main body of the book. However. we have provided an extensive
appendix on logic circuits for those students who need it.

The book reflects our experience in teaching computer organization to three dis-
tinct groups of undergraduates: electrical and computer engineering undergraduates.
computer science specialists, and engineering science undergraduates. We have always
approached the teaching of courses in this area from a practical point of view. Thus. a
key consideration in shaping the contents of the book has been to illustrate the prin-
ciples of computer organization using examples drawn from commercially available
computers. Our main examples are based on the following processors: ARM. Motorola
680X0. Intel Pentium. and Sun UltraSPARC.

It is important to recognize that digital system design is not a straightforward
process of applying optimal design algorithms. Many design decisions are based largely
on heuristic judgment and experience. They involve cost/performance and hardware/
software tradeoffs over a range of alternatives. It is our goal to convey these notions to
the reader.

We have endeavored to provide sufficient details to encourage the student to dig
beyond the surface when dealing with ideas that seem to be intuitively obvious. We
believe that this is best accomplished by giving real examples that are adequately doc-
umented. Block diagrams are a powerful means of describing organizational features
ot a computer. However, they can easily lead to an oversimplified view of the prob-
lems involved. Hence. they must be accompanied by the details of implementation
alternatives.

The book is aimed at a one-semester course in engineering or computer science
programs. Itis suitable for both hardware- and software-oriented students. Even though
the emphasis is on hardware. we have addressed a number of software issues. includ-
ing basic aspects of compilers and operating systems related to instruction execution
performance. coordination of parallel operations at the system level. and real-time appli-
cations. An understanding of hardware/software interaction and tradeofts is necessary
for computer specialists.

THE SCOPE OF THE BOOK

We now review the topics covered in sequence. chapter by chapter. The first eight chap-
ters cover the basic principles of computer organization. operation. and performance.

xvii
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PREFACE

The remaining four chapters deal with embedded systems, peripheral devices. processor
family evolution patterns, and large computer systems.

Chapter 1 provides an overview of computer hardware and software and informally
introduces terms that are dealt with in more depth in the remainder of the book. This
chapter discusses the basic functional units and the ways they are interconnected to
form a complete computer system. The role of system software is introduced and basic
aspects of performance evaluation are discussed. A brief treatment of the history of
computer development is also provided.

Chapter 2 gives a methodical treatment of machine instructions, addressing tech-
niques, and instruction sequencing. Basic aspects of 2’s-complement arithmetic are
introduced to facilitate the discussion of the generation of effective addresses. Program
examples at the machine instruction level. expressed in a generic assembly language,
are used to discuss loops, subroutines, simple input-output programming, sorting. and
linked list operations.

Chapter 3 illustrates implementation of the concepts introduced in Chapter 2 on
three commercial processors — ARM, 68000, and Pentium. The ARM processor il-
lustrates the RISC design style, the 68000 has an easy-to-teach CISC design. while the
Pentium represents the most successful commercial design that combines the elements
of both the CISC and RISC styles. The material is organized into three independent and
complete parts. Each part includes all of the examples from Chapter 2 implemented in
the context of the specific processor. It is sufficient to cover only one of the three parts to
provide the continuity needed to follow the rest of the book. If laboratory experiments
using one of the three processors are associated with the course, the relevant part of
Chapter 3 can be covered in parallel with Chapter 2.

Input-output organization is developed in Chapter 4. The basics of I/0 data transfer
synchronization are presented, and a series of increasingly complex 1/0 structures
are explained. Interrupts and direct-rnemory access methods are described in detail.
including a discussion of the role of software interrupts in operating systems. Bus
protocols and standards are also presented, with the PCI, SCSI, and USB standards
being used as representative commercial examples.

Semiconductor memories, including SDRAM, Rambus, and Flash memory imple-
mentations, are discussed in Chapter 5. Caches and multiple-module memory systems
are explained as ways for increasing main memory bandwidth. Caches are discussed
in some detail, including performance modeling. Virtual-memory systems, memory
management, and rapid address translation techniques are also presented. Magnetic
and optical disks are discussed as components in the memory hierarchy.

Chapter 6 treats the arithmetic unit of a computer. Logic design for fixed-point
add, subtract, multiply, and divide hardware, operating on 2’s-complement numbers, is
described. Lookahead adders and high-speed multipliers are explained, including de-
scriptions of the Booth multiplier recoding and carry-save addition techniques. Floating-
point number representation and operations, in the context of the IEEE Standard, are
presented.

Chapter 7 begins with a register-transfer-level treatment of the implementation of
instruction fetching and execution in a processor. This is followed by a discussion of
processor implementation by both hardwired and microprogrammed control.
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Chapter 8 provides a detailed coverage of the use of pipelining and multiple func-
tion units in the design of high-performance processors. The role of the compiler and the
relationship between pipelined execution and instruction set design are explored. Su-
perscalar processors are discussed, and the Sun Microsystems UltraSPARC Il processor
organization 1s used to Hlustrate the concepts.

Today there are many more processors in use in embedded systems than in general-
purpose computers. This increasingly important subject. where a single chip integrates
the processing. I/O, and timer functionality needed in a wide range of low-cost applica-
tions. is treated in Chapter 9. System integration wssues. interconnections. and real-time
software are discussed.

Chapter 10 presents peripheral devices and computer interconnections. Typical
input/output devices are described and hardware needed to support computer graphics
applications 1s introduced. Commonly used communication links. such as DSL, are
discussed.

The evolution of the ARM. Motorola. and Intel processor families is discussed in
Chapter 11. This chapter highlights the design changes that led to higher performance.
The PowerPC. SPARC. Alpha. and Intel IA-64 families are also discussed.

Chapter 12 extends the discussion of computer organization to large systems that
use many processors operating in parallel. Interconnection networks for multiprocessors
are described. and an introduction to cache coherence controls is presented. Shared-
memory and message-passing schemes are discussed.

CHANGES IN THE FIFTH EDITION

Major changes in content and organization have been made in preparing the {ifth edition

of this book. They include the following:

«  Chapter 2 of the fourth edition has been split into two chapters — Chapters 2 and

3 — in the fifth edition. An expanded treatment of basic issues. explained using
generic instructions. is presented in Chapter 2. More programming examples for
typical tasks. both numeric and non-numeric. are provided. Chapter 3 uses the
instruction sets of ARM. 68000, and Pentium processors to show how the basic
concepts of instruction set design have been implemented in both the RISC and
CISC design styles.

o The discussion of the role of pipelining and multiple tunctional units in processor
design has been extended significantly. The UltraSPARC architecture is used to
provide specific examples of performance-enhancing design features.

« A new chapter on embedded-processor systems has been added. A generic de-
sign of a typical system is used as the basis for detailed discussion of example
applications.

In addition to these main changes. many recent technology and design advances have
been added to a number of chapters.

xix
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WHAT CAN BE COVERED IN A ONE-SEMESTER COURSE

This book is suitable for use at the university or college level as a text for a one-semester
course in computer organization. It is intended for use in the first course on computer
organization that the students will take.

There is more than enough material in the book for a one-semester course. The
core material is given in Chapters | through 8. For students who have not had a course
in logic circuits. the basic material in Appendix A should be studied at the beginning
of the course and certainly prior to covering Chapter 4.

Chapters 9 through 12 contain a variety of useful material that the instructor may
choose from if time permits. Particularly suitable are the discussion of embedded sys-
tems in Chapter 9 and the description of hardware found in most personal computers
given in Chapter 10.
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